Complex Variables

6:1. Complex Numbers

A number of the form a + ib where i =V (- 1) and a gnd b are real number§ N call_ed a
complex number. Complex numbers first became necessary in the sutdy Qf algebra}c €quations,
[tis well known that every quadratic equation has two roots, every (?UblC?l equation has three
roots and so on. If only real numbers are considered, then the equation x* + 1 =0 has no rogt
and x* - 1 = 0 has only one root ; while the former being a quadratic equation must have two
roots and the latter being a cubical equation must have three roots. Thus solely the real
numbers are not sufficient for all mathematical needs. Euler was the flrs't mathematician who
introduced the symbol i for \ (=1) with the property i> = —1 and accordingly the roots of the
equations x>+ 1 =0and 23 = | = 0 in terms of symbol i were given. Later on Hamiltop,
Gauss, Cauchy, Riemann and Wierstrass and other great mathematicians extended the field of
real numbers to the still larger field of complex numbers. Although the complex numbers are
capable of a geometrical interpretation, it becomes necessary to give their definition in terms of
real numbers.

By choosing one of the several possible lines of procedure we define a complex number as
an ordered pair of real numbers like (x, y). If we write complex number z = (x, y) =x + iy ;
where x, y are real numbers, then x is called the real and y the imaginary part of the complex
number z, Usually the real part x is denoted by the R, or R (z) and the imaginary part y by I, or
[ (z). A pair of the type (0, y) is a purely imaginary number.

Two complex numbers are said to be equal if and only if their real parts are equal and their
imaginary parts are equal e.g.

(X1, 1) = (xp, y,) if and only if x; = x, and vy and y,.

6-2. Review of Algebraic Operations of Complex Numbers
1. Addition. The sum of two complex numbers

Q=X Yy =0, y) and 25 = x3 + iyy = (x,, ¥,) is defined by the equality
atzy = iy) + (i) = (0 +xy) + i (y, +,)
= (X1 + X3, ¥ +¥7)
i.e., the sum of two complex numbers is a com
real parts and its imaginary part as the sum of im

W
plex number with its real part as the sum of
aginary parts of given numbers.

2. Subtraction. The difference of two complex numbers e P i
Q=X Ay =, y) and 2y = (0 + i) = (x; + y,) s defined by the eiqu -~
R R VR RS VE SR AW “*W
=(x) = X2, y1 = ¥2) - .0

i.e., the difference of two complex numbers is a complex number with its real
difference of real parts and its imginary part as the di
complex numbers.

3. Multiplication. The product of two complex numbers [ i
g =X +iy; = (0, y1) and 2 = x; + iy; = (x5, yy) is defined by mcé!‘qw@‘- i
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z-plane. To each complex number there corresponds one and only one point in the complex
plane and conversely to each point in the complex plane there corresponds one and only one

complex number. Because of this the complex number z in the complex plane is often referred
to as the point z. If we introduce polar coordinates, we have

x=rcos 9, y=rsin@

Then z=x+iy=r(cos O +isin 0) - (1)

~ This represents the polar form of the complex number z. The number r = Vx2 + y2,
which is always positive, is the modulus of the complex number and is equal to the length of

the line OP. The angle 6 (= tan~! %) is the argument of complex number z.

It is well known that cos 6, sin 6 and ¢’ have the following Maclaurin expansions :
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Neighbourhood of a Point. A neighbourhood of point z, in the Argand plape Meap
Set of all point z such that Iz — zyl < e, where € is any arbitrarily chosen smal] pOSFhe
number, iy

Limit Point. A
plane if every neighb
the circumference of
do not belong to the
Accordingly, there

point z; is said to be the limit point of a set of points S ip ¢
ourhood of z, contains points of set S other than gz, Thus, eg :
the circle | z | = r is a limit point of the set | z | < r and these limit . on

=L ; ; 0
set. Thus limit points of a set are not necessarily the points of thpe Lnts
are two types of limit points. i

he Ar&’and
ch poip

(i) Interior Points. A limit

: point z, of the set S is an interior point if in g
neighbourhood of Zg there exist entirel :

y the points or the set S.

(i7) Boundary Points. A limit point zo which is not an interior point is said ( be the

: glosed set. If all the limit points of a set belong to the set, then the set is said tg b
closed.

Open set. A set which consists entirely of interior points is said to be an open set,

Bounded and Unbounded sets. A set of points is said to be bounded if there exists 3

pqutive number k such that | z | < k is satisfied for all points z of the set. If there does not
€xist such number «, then the set is said to be unbounded.

Compact set. A set is called compact if it is bounded as well as closed.

Convex or Connected set. A set of
of its points can be joined by some conti
by a polygonal arc) which consists onl
points interior to the circle | z | = 1 and

points is said to be convex or connected if every pair
nuous chain of a finite number of line segments (ie.
y of the points of the set. Thus the set consisting of all
all points exterior to circle | z | = 2 is not connected.

- Domain. A connected open set is called an open region or domain.

Closed domain. The set, obtained by adding to an open connected set its boundary points
is called a closed domain or region.

6-7. Functions of a Complex Variable
A complex variable is an ordered pair of real variables, i.e.,
Z=Mxy)=x+1iy

Let z=x +iy and w = u + iv be two complex variables. If to every value of z in certain
domain D, there corresponds one or more values of w in a well-defined way, then w is said to
be the function of complex variables z on the domain D and is written as

w=f(z)

As u and v are both functions of x and y, this definition implies that a function of &
complex variable z is exactly the same thing as complex function

u(x, y) + iv(x, y) of two real variables x and y.

If to each value of z, there corresponds only one value of w, then the function w(z) :dl?:gfﬂ
the single-valued function of z. If the function w(z) takes more than one value correglf)z Ll
a value of z, then w(z) is said to be a multi-valued (or ma.rny-valued) functwﬂ , Ei'- clear
assume that the term function signifies a single-valued function unkssﬁw cq'}t"?".l’a;ﬂgd_gp(
indicated. Most of our work with multi-valued functions, such as 21" E%t?r ubg o of he
‘conveniently by dealing with single-valued functions, each of which takes e+ g

multiple values for each value of z in a specified domain. | -
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6'8. Limit, Continuity and Differentiability

Limit. Let @ = f(z).be any function of complex variable z defined in the neighbourhood of
2o except perhaps at z; jtself. Then the funct

for every positive real number € (however small but not zero) there exists a positive real
number 8 (usually depending on €)

such that
lf@-ll<e forallz,zo;z;&zo

This means that the y
values of f(z) are as close
as desired to [ for all ;
which are sufficiently S
close to zy (Fig. 6-4). The
statement that the limit of
the function f (z), as z
approaches z; is a number
[ and is expressed as :

Lim f(z) =1
=20

in the entire domain 0 < | z -21<d
1’4

2

This definition of the limit implies that z may a
from some particular direction in the complex plane. :
Continuity. Let f(z) be any function of complex variable z defined gmehe closed don

- Then the function f(z) is said to be continuous at the point zy of domain D if for
- real number € (however small but not zero) there exists a positiy

b If@-f)l<e
for all points z of the dom main D sati
that the function f (z) is continuous at
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AR does not ex;j Li Az
» not exist, 1S 1 : ’ m -
exist. € Jjunction @=1z)2 . P ;
exceptat zo = 0. Hence the thegres though continuous everywhere, is differntiable anywhere
Note. All the familiar : .
okt inesal p£ wel:' smc;f rules of real differential calculus, such as the rules for differentating a

. \ & sums, differences, products and quotient. ] ial functions and
the chain rule for differentiq nti,:zue to hold ch;:lp';; Z{z;il‘;‘.:cigmual s

words,

ring a Junction, co
69. Definition : Analytic function

A function f (z) is said to
a derivative at every point in
be analytic in a domain D if it
domain D. If the term analytic fu

be analytic at a point 7 = zpif it is single valued and has
some neighbourhood of z,. The function f(z) is said to
is single valued and differentiable at every point of the

: . nction is used without reference to a specific domain, then
this term means a function which is analytic in some domain D.
Instead of term analy

tic the term regular and holomorphic are also used in the literature of
the complex analysis.

A function may be differentiable in a domain D except for a finite number of points. These
points are called the singularities or singular points of the function in the domain D.

~

6-10. The Necessary and Sufficient Conditions for f(z) to be Analytic : Cauchy-
Riemann Differential Equations e
The necessary conditions : | "’"’ il 1 o
Let w=f(z) = u (x,y) + iv (x,y) ez Gyy=xwiy)

o ] e Aede i PG M) N D | b S s
From definition, the function f(z) is analytic at gﬁéﬂ!ﬂf 2 if the limit
Az—0 Az c i
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“Lim T (x, y + Ay) —u (x y)]  Lim ["("’ A DR C N
~Ay—0 i Ay 1 Ay—0 i Ay‘-(\'HJ

1w v 9u 9y
iay+ay"'"lay+ay A (2)

Since f” (z) exists, the derivativesg—; and E—% must exist at point (x, y). As the funcig,
[ (2) is analytic, therefore, f’ (z) must approach a unique limit as Az — 0 in any manner, ;,

the limits (1) and (2) must be identical. Thus, the necessary condition for the function f@
be analytic is

du .9y du v

ox " 'ox Tt gy
Equating real and imaginary parts, we get

du _Jdv Iy du

ax = ayand a—x——ay by (3)

These equations are called Cauchy-Riemann differential equations. Thus the necessary

gondision for the function f (z) to be analytic at the point z is that the four partial derivatives
‘éj:' > —alx ) %‘, % should exist and satisfy the Cauchy-Riemann differential equations at point ;

= (x’ y)’ ) f,' 753.-!-.“[‘:{

These results may be summed up as follows in the form of a theorem :

Theorem 6°:2. The real and imaginary parts of an analytic ﬁm n f(z
= u (x,y) + v (x, y) satisfy the Cauchy-Riemann differential equations at each |
f @) is analytic. ' .

Al JRUL MR S H”!H-I]ﬂﬁ'lh J
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= 2K .
_ax(Ax+lAy)+ig~; (Ax + i Ay)

du v
{ax“ }(Ax“Ay)-{%%H%]Az
Dividing both sides by Az, we obtain
[(z2+A2)-f(z) du . 9dv
Az " ox $it ox

If we let Az — 0, then the derivatives on the right become g— and g—, evaluated at *xy);
hence the limit

Lim f(z+A2)—f(z) . S v
Az—0 e exists and we see that it is f” (2).

This shows that f (z) is analytic in the domain D. Seibis ey

Thus, the sufficient conditions for the function f (z) = u (x, y) 4'!\' (x, y) to be analytic in
some domain D are that the real functions u(x, y) and v (x, y) of real variables x and Y. .slww{d
have contininous first order partial denvatzves that sansﬁy the Cauciy-l?wmabm equ

domaln D o W E (v \ {4'1?1 ('.) m&m " _‘
These results may be summed up in thqf orm Jqfratheh&%as follows: R
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dv _9v or dv 98 av dv sin @ .
ax ar ax b < % a = COS 9 ae r o (4)
9v _9vdr 9vae v . dv cos 6 - 5)

o “oraytaeay=ar "%
Substituting these valyes j In equation (1), we get

0
3 S Cos O — glel Sll: 6 - g—; sin 6 + g; CO: (6)
Ju du cos @ dv . dv sin O
. arsm9+£ . =—(5cos9—56 R ) i)
Multiplying (6) by cos 6 and (7) by sin 8 and adding, we get
du _19v
A e (8)
Again multiplying (6) by (- sin 8) and (7) by cos © and adding ; we get
1 du dy o
roe =" | i <)

Equation (8) and (9) represent Cauchy-Riemann equations in polar form.

6-11. Laplace’s Equation ; Harmonic Functions

It will be proved later that the derivative of an analytic function f (z) =4 u*(xi ) + i
is itself analytic. By this important fact u (x, y) and v (x, y) will have continuou
derivatives of all orders. In particular, the mixed second order derivatives of these fi nctions wil

u  u s 9% 9%
dx dy  dy ox “ox ay ~ 3y ax |
Letf(z)=u(x,y)+iv (x, y) be an analync functmn fﬁ‘e

e

=5_-and I — =-
3x 3? By il-rui].-u-wpp
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A solution of Laplace’s e
called a harmonic function. 1f
then v(x, y) is said to be the
w (x,y)and v (x, y)

quation having continuous second order partial derivatives is
the function f(z) = u (x, y) + iv (x, y) is analytic in domain D;
conjugate harmonic function of u (x,y) and the functions
are called conjugate harmonic functions in domain D (of course this is a

diffe;ent 1)1se of word conjugate from that employed in defining z, the conjugate of a complex
number z).

SOLVED EXAMPLES
Ex.6. Which of the following are analytic functions of complex variable z = x + iy ;
(D) lzl (i) R, z (iii) 7!
(iv) sin z (v) esinz,
(Madras 2004, Rohilkhand 2008, 1997, 94)

Solution. The necessary and sufficient conditions for a function f@)=u+ivtobe
analytic are that

(a) Both real single-valued functions u and v must have continuous first order partial
derivatives and

1T ke 1
(b) The Cauchy-Riemann equations .
‘ i‘._a_vandi__{.a’_u. : = |
ox dy  dx dy = .
¥ < : -
must be satisfied. . - SRR ok o
(i) We have z =x+iy;thercforeIzl=|x+~iyl=\lf‘xz+; 2 oh . B
TR Y n-,‘.-3y= : f"" s -
Given f(z) =u+iv=Izl= Vx2 + y2 X

Comparing real and imaginary parts By k. ﬁg"éf"-"; - . 3



